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Abstract—In this paper, the design problem of two-channel linear-phase finite-impulse response perfect reconstruction filter banks in which both the filters are of even length (which are known as type $A$ filter banks) is addressed. The condition on the determinant of the polyphase matrix is translated in terms of well-known convolution matrices. The perfect reconstruction condition is obtained as a system of linear equations. Using the derived condition, an algorithm for the design of type $A$ filter bank by searching the entire class in a sequential approach for both equal and unequal length cases is presented. In this approach, the first analysis filter is chosen such that there exists a filter forming a type $A$ system. The second analysis filter is then chosen using the remaining degrees of freedom. These two steps are iterated, leading to joint optimization of both the filters.

Index Terms—Convolution matrix, linear phase filter bank, perfect reconstruction, sequential characterization, two-channel filter bank.

I. INTRODUCTION

TWO-CHANNEL finite-impulse response (FIR) perfect reconstruction (PR) filter banks have been extensively studied in the literature because of their important role in signal decomposition. In this class of filter banks, the subclass of linear-phase filter banks has received considerable attention in the recent past because of its suitability to some applications. In an outstanding work [1], the authors enumerate all possible combinations of the parities of the filter lengths and symmetry of the filters that lead to nontrivial filters. Accordingly, they classify nontrivial linear-phase PR filter banks into two types: type $A$ (one filter is symmetric and another antisymmetric, and both are of even length) and type $B$ (both filters are of odd length and symmetric). Lattice characterizations, derived from the well-known linear prediction lattice, have been given for both types. The characterizations are incomplete (although the authors observed that the loss of generality because of the incompleteness is negligible) and do not lead to a parameterization that allow control over the lengths of the individual filters. The characterization derived using different approaches in [2] and [3] coincides with the characterization given in [1] for type $A$ filter banks.

In [4], the authors propose a design approach in which the parameterization is obtained by symbolic computation for each possible combination of filter lengths.

Given $K$ filters, the problem of finding $M - K$ complementary filters such that they form an $M$-channel FIR perfect reconstruction filter bank is addressed in [5]. The authors first derive a condition that the first $K$ filters should satisfy for the existence of complementary filters, and then characterize the complementary filters using Smith form decomposition. This condition for type $A$ filter banks is that the polyphase component of the given filter should not have roots on the unit circle. In that case, the authors verify that the complementary filter of the same length is unique. However, their characterization with joint optimization of both the filters becomes complex because of the Smith form decomposition.

In [6], for a given analysis low-pass filter, the synthesis low-pass filter of a type $A$ filter bank longer than the analysis low-pass filter is obtained by a null space projection method using the remaining degrees of freedom. Similar method is given for type $B$ filter banks in [7]. Since only low-pass filters (analysis and synthesis) are allowed in the optimization, the method is not suitable for cost functions involving both the analysis filters (like subband coding).

In [8], the authors give complete characterizations in terms of some canonical sets of parameters for both type $A$ and type $B$ filter banks. Since for some given filter lengths, the number and the cardinality of these sets is not fixed, a parameterization similar to [1] is not feasible. Instead, the authors propose a sequential design, where the first filter is chosen using the Remez algorithm. The canonical sets of parameters are then determined using the so-called identification algorithm. The second filter is then chosen using the remaining degrees of freedom. However, the approach is not adoptable for joint optimization of both the filters because of the complexity of the identification algorithm.

In [9], a characterization has been given for multiplierless two-channel linear-phase FIR perfect reconstruction filter banks. Design methods based on constrained optimization for type $A$ and type $B$ filter banks with equal or unequal length filters have been provided in [10]. However, the matrices involved in the algorithms have to be derived for each combination of filter lengths. A design method based on constrained optimization for type $A$ filter banks with equal length filters is given in [11].

In this paper, we develop a sequential characterization which allows design via optimization by searching the entire class of type $A$ filter banks. Further, the method allows control over the
lengths of the individual filters. In Section II, a characterization in terms of the convolution matrix is derived. In Section III, a design algorithm using the characterization is presented. Design examples are presented in Section IV. Section V concludes the paper.

A. Notations and Conventions

Bold-faced and calligraphic upper-case letters represent matrices and bold-faced lower-case letters represent vectors. \( \mathbf{I} \) and \( \mathbf{J} \) with single subscript denote identity and counter identity matrices with the subscript denoting the dimension. \( \mathbf{O} \) with double subscript is used to denote zero matrices (either rectangular or square) with the subscripts denoting the dimensions. A length \( k + 1 \) polynomial \( A_k(z) = \sum_{i=0}^{k} a_i z^{-i} \) is alternatively represented as \( \mathbf{a}_k^T \mathbf{e}_k(z) \) where \( \mathbf{a}_k = [a_0 \ a_1 \ \ldots \ a_k]^T \) and \( \mathbf{e}_k(z) = [1 \ z^{-1} \ \ldots \ z^{-k}]^T \). \( \hat{\mathbf{a}}_k \) represents the reversed version of the vector \( \mathbf{a}_k \), i.e., \( \hat{\mathbf{a}}_k = [a_k \ a_{k-1} \ \ldots \ a_0]^T \).

Then \( \hat{\mathbf{a}}_k(z) = z^{-k} A_k(z^{-1}) = \hat{\mathbf{a}}_k^T \mathbf{e}_k(z) \). \( H_{[k\rightarrow 0]}(z) \) denotes the length \( 2k + 2 \) symmetric linear-phase filter with \( \mathbf{a}_k^T \mathbf{e}_k(z) \) and \( \hat{\mathbf{a}}_k^T \mathbf{e}_k(z) \) as the first and second polyphase components, i.e.,

\[
H_{[k\rightarrow 0]}(z) = \mathbf{a}_k^T \mathbf{e}_k(z) + z^{-1} \hat{\mathbf{a}}_k^T \mathbf{e}_k(z).
\]

\( H_{[k\rightarrow 0]}(z) \) denotes the length \( 2k + 2 \) antisymmetric linear-phase filter with \( \mathbf{a}_k^T \mathbf{e}_k(z) \) and \( -\hat{\mathbf{a}}_k^T \mathbf{e}_k(z) \) as the first and second polyphase components, i.e.,

\[
H_{[k\rightarrow 0]}(z) = \mathbf{a}_k^T \mathbf{e}_k(z) - z^{-1} \hat{\mathbf{a}}_k^T \mathbf{e}_k(z).
\]

\( \mathbf{S}_{[p_k \cdot q_l]} \) denotes a \( (k+l+1) \times (l+1) \) matrix derived from the \( (k+1) \times 1 \) vector \( \mathbf{a}_k \) given by

\[
\{ \mathbf{S}_{[p_k \cdot q_l]} \}_{i,j} = \begin{cases} a_{i-j}, & \text{when } 0 \leq i-j \leq k \\ 0, & \text{otherwise} \end{cases}
\]

The matrix \( \mathbf{S}_{[p_k \cdot q_l]} \) is commonly known as the convolution matrix. Consider the polynomial \( G(z) = \sum_{i=0}^{L} z^{-i} e_i = \mathbf{c}_L^T \mathbf{e}_L(z) \). Then the product \( \mathbf{a}_k^T \mathbf{e}_k(z) \mathbf{c}_L^T \mathbf{e}_L(z) \) becomes \( \mathbf{S}_{[p_k \cdot q_l]}^T \mathbf{e}_k(z) \mathbf{e}_L(z) \).

II. THE SEQUENTIAL CHARACTERIZATION

Let \( H_0(z) \) and \( H_1(z) \) be the symmetric and antisymmetric filters of lengths \( 2k + 2 \) and \( 2l + 2 \), respectively. They should be of the form, \( H_0(z) = H_{[k\rightarrow 0]}(z) \) and \( H_1(z) = H_{[l\rightarrow 0]}(z) \), for some \( k \) and \( l \) vectors \( \mathbf{p}_k \) and \( \mathbf{q}_l \), respectively.

The corresponding polyphase matrix is given by

\[
\mathbf{E}_{p_k,q_l}(z) = \begin{bmatrix} \mathbf{p}_k^T \mathbf{e}_k(z) & \mathbf{q}_l^T \mathbf{e}_k(z) \\ \mathbf{q}_l^T \mathbf{e}_k(z) & -\mathbf{q}_l^T \mathbf{e}_k(z) \end{bmatrix}.
\]

We will call the vectors \( \mathbf{p}_k \) and \( \mathbf{q}_l \) also as the polyphase components. From the form of the polyphase matrix, we can verify the following:

\[
\mathbf{E}_{p_k,q_l}(z) = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \begin{bmatrix} z^{-k} & 0 \\ 0 & z^{-l} \end{bmatrix} \mathbf{E}_{p_k,q_l}(z^{-1}) \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
\]

This matrix forms a type \( A \) system if the determinant is a monomial. Let \( c^{-\frac{k+l}{2}} \) be the determinant of the polyphase matrix \( \mathbf{E}_{p_k,q_l}(z) \). From (2) we get

\[
p_d = (k+l)/2.
\]

This verifies that \( k + l \) should be even. In other words, the difference in length should be a multiple of four. Equating the determinant in (1) and ignoring the scale factor, we get

\[
p_d^T \mathbf{e}_k(z) \mathbf{q}_l^T \mathbf{e}_k(z) + \mathbf{p}_d^T \mathbf{e}_k(z) \mathbf{q}_l^T \mathbf{e}_k(z) = z^{-(k+l)/2}.
\]

It can be verified that when \( H_0(z) \) is antisymmetric and \( H_1(z) \) is symmetric, i.e., when \( H_0(z) = H_{[p_k \rightarrow 0]}(z) \) and \( H_1(z) = H_{[q_l \rightarrow 0]}(z) \), the condition for the filter pair to form a type \( A \) system is given by the same equation.

In the remainder of this section, we will develop a sequential characterization of type \( A \) filter banks. In Section II-A, given a symmetric or antisymmetric even length-linear phase filter, we find the expression for the complementary even-length linear-phase filter (which should be of opposite symmetry) forming a type \( A \) system if it exists. In Section II-B, we discuss about the condition on the first filter for the existence of a complementary linear-phase filter.

A. PR Condition for Complementary Filter

Let \( \mathbf{p}_k \) be the polyphase component of the first filter and \( \mathbf{q}_l \) be the polyphase component of the complementary filter. Equation (3) can be equivalently written as

\[
\begin{align*}
(\mathbf{S}_{[p_k \cdot q_l]}^T \mathbf{e}_k(z) \mathbf{q}_l^T \mathbf{e}_k(z) + (\mathbf{S}_{[p_k \cdot q_l]}^T \mathbf{e}_k(z) \mathbf{q}_l^T \mathbf{e}_k(z)) \\
\mathbf{p}_d^T \mathbf{q}_l(z) & = \mathbf{b}_{k,l}^T \mathbf{q}_l(z) \\
\mathbf{q}_l(z) & = \mathbf{J}_{k+l+1} \mathbf{S}_{[p_k \cdot q_l]} \mathbf{J}_{l+1}^T \mathbf{q}_l(z) + \mathbf{c}_l \mathbf{q}_l(z) = \mathbf{J}_{l+1}^T \mathbf{q}_l(z) \\
\mathbf{S}_{[p_k \cdot q_l]} \mathbf{q}_l(z) & = \mathbf{J}_{k+l+1} \mathbf{S}_{[p_k \cdot q_l]} \mathbf{J}_{l+1}^T \mathbf{q}_l(z) + \mathbf{c}_l \mathbf{q}_l(z) = \mathbf{J}_{l+1}^T \mathbf{q}_l(z)
\end{align*}
\]

Substituting the above relations in (4), we get

\[
\mathbf{S}_{[p_k \cdot q_l]} \mathbf{q}_l(z) + \mathbf{J}_{k+l+1} \mathbf{S}_{[p_k \cdot q_l]} \mathbf{J}_{l+1}^T \mathbf{q}_l(z) = \mathbf{b}_{k,l}^T \mathbf{q}_l(z)
\]

From the form of \( \mathbf{b}_{k,l} \), we can observe that the above equation is satisfied if and only if the vector \( \mathbf{S}_{[p_k \cdot q_l]} \mathbf{q}_l(z) \) is antisymmetric, except the central element is 0.5. Equivalently, the sum of \( i \) and \( k + 1 - i \)th elements in the vector \( \mathbf{S}_{[p_k \cdot q_l]} \mathbf{q}_l(z) \) should be zero for \( i = 0, \ldots, (k+1)/2 - 1 \). For the vector \( \mathbf{J}_{(k+l)/2} \mathbf{b}_k \), \( \mathbf{S}_{[p_k \cdot q_l]} \mathbf{q}_l(z) \) should be zero. Additionally, the element at the center, given by \( \mathbf{b}_{k,l}^T \mathbf{J}_{(k+l)/2}^T \mathbf{q}_l(z) \) should be 0.5. Let \( \mathbf{b}_{k,l} = [0 \ 0 \ \ldots \ 1]^T \). The above condition can then be restated as

\[
\begin{bmatrix} \mathbf{J}_{(k+l)/2} \mathbf{b}_k \end{bmatrix} \mathbf{S}_{[p_k \cdot q_l]} \mathbf{q}_l(z) = \mathbf{b}_{k,l}.
\]

The above discussion is summarized in the following.

PR Condition for Complementary Filter: Let \( \mathbf{p}_k \) and \( \mathbf{q}_l \) be some \((k+1)\times 1\) and \((l+1)\times 1\) vectors, respectively, such that the
filters \( H_{[q_{2}, z]}(z) \) and \( H_{[q_{1}, z]}(z) \) become complementary filters to the filters \( H_{[P_{1}, z]}(z) \) and \( H_{[P_{2}, z]}(z) \), respectively, forming type \( A \) systems. \( q_{1} \) then lies in the solution space for \( x \) in (6), \( X_{[P_{1}, z]} \), where \( G_{[P_{1}, z]} \) is as defined in (5). Conversely, let \( P_{1} \) and \( q_{1} \) be some \((k+1) \times 1 \) and \((l+1) \times 1 \) vectors, respectively, and let \( q_{2} \) lie in the solution space for \( x \) in (6), \( X_{[P_{1}, z]} \). The filters \( H_{[q_{2}, z]}(z) \) and \( H_{[q_{1}, z]}(z) \) then become complementary filters to the filters \( H_{[P_{1}, z]}(z) \) and \( H_{[P_{2}, z]}(z) \), respectively, forming type \( A \) systems.

B. Condition on the First Filter

We will now consider the condition on \( P_{1} \) for the existence of a solution for (6). It is known that [5] if the polyphase component of the first filter (either symmetric or antisymmetric), \( P_{1}(z) = \sum_{i=0}^{k} z^{-i} p_{i} \) does not have roots on the unit circle, there exists an unique polynomial \( R_{k}(z) = \sum_{i=0}^{k} z^{i} r_{i} \) of the same length such that it forms the polyphase component of the complementary filter (of opposite symmetry) forming a type \( A \) filter bank. Let the first filter be symmetric and the complementary filter be antisymmetric. The corresponding polyphase matrix is given by

\[
\begin{bmatrix} P_{1}(z) \\ P_{1}(z) \\ R_{k}(z) \\ -R_{k}(z) \end{bmatrix}
\]

The following matrix again forms a type \( A \) system:

\[
\begin{bmatrix} 1 & 0 \\ \Gamma_{l-k}(z) & z^{-(l-k)/2} \end{bmatrix} \begin{bmatrix} P_{1}(z) \\ P_{1}(z) \\ R_{k}(z) \\ -R_{k}(z) \end{bmatrix}
\]

(7)

(8)

where \( l - k \) is any positive even integer and \( \Gamma_{l-k}(z) \) is a length \( l - k + 1 \) antisymmetric polynomial. To verify that, it is first observed that the determinant of the above matrix is a monomial. Hence, it only remains to verify that \( S(z) = -z^{-l} Q(z^{-1}) \).

Since

\[ Q(z) = \Gamma_{l-k}(z) P_{1}(z) + z^{-(l-k)/2} R_{k}(z) \]

\[ S(z) = \Gamma_{l-k}(z) P_{1}(z) - z^{-(l-k)/2} R_{k}(z) \]

it follows that

\[ -z^{-l} Q(z^{-1}) = -\left( z^{-(l-k)/2} \Gamma_{l-k}(z^{-1}) \right) - z^{-1} \left( z^{-(l-k)/2} R_{k}(z^{-1}) \right) \]

\[ -z^{-l} \left( z^{-(l-k)/2} \Gamma_{l-k}(z^{-1}) \right) P_{1}(z) - z^{-1} \left( z^{-(l-k)/2} R_{k}(z^{-1}) \right) P_{1}(z) \]

Since \( \Gamma_{l-k}(z) \) is antisymmetric, \( -z^{-(l-k)/2} \Gamma_{l-k}(z^{-1}) = \Gamma_{l-k}(z) \). Hence, \( S(z) = -z^{-l} Q(z^{-1}) \). This verifies that if the polyphase component of the first symmetric filter does not have roots on the unit circle, an antisymmetric complementary filter of longer length forming a type \( A \) system also exists. In a similar way, we can verify that if the first filter is antisymmetric with polyphase component satisfying the above condition, there exists a symmetric complementary filter of higher length forming a type \( A \) system. Hence, for unequal lengths, restricting the complementary filter to be longer than the given filter does not lead to any loss of generality.

To sum up, if the polyphase component of the first filter \( P_{1}(z) \) does not have roots on the unit circle, there always exists a polynomial of length \( l+1 \), where \( l - k \) is a nonnegative even integer, such that it forms the polyphase component of a complementary filter forming a type \( A \) system. In other words, if the polynomial \( P_{1}(z) \) does not have roots on the unit circle, for a proper \( l \), the solution space \( X_{[P_{1}, z]} \) of (6) is nonempty such that for a vector \( q_{1} \in X_{[P_{1}, z]} \), the filters \( H_{[q_{1}, z]}(z) \) and \( H_{[q_{2}, z]}(z) \) become complementary filters to the filters \( H_{[P_{1}, z]}(z) \) and \( H_{[P_{2}, z]}(z) \), respectively, forming type \( A \) systems.

III. The Proposed Design Method

Using the perfect reconstruction condition in the form of a system of linear equations derived in the previous section, a sequential method is adopted for the design of type \( A \) filter banks. The idea is to first choose an even-length filter such that there exists a complementary filter of equal or higher even length forming a type \( A \) system. The second filter is chosen using the remaining degrees of freedom if any. The procedure is iterated leading to a joint optimization of both the filters.

In filter bank design via optimization, it is customary to construct a cost function, which takes the set of parameters involved in the characterization as input. From the parameter values, the filters are computed. From the filters, it computes and returns the performance measure. A nonlinear optimization algorithm is used to optimize the cost function leading to the desired filter bank. Given below is the algorithm for the cost function used in our sequential approach, which we refer to as the convolution matrix method for obvious reasons. The cost function takes the parameter vector \( x \) corresponding to the polyphase component of the first filter to be designed. \( x \) is initialized to the vector corresponding to the polyphase component of a linear phase filter of length \( 2k+2 \) initial filter of some desired response \( H_{o}(z) \). Additionally, when \( k < l \), the function takes another vector \( g_{l} \) as the input, which is the vector corresponding to the polyphase component of another linear phase filter of length \( 2l+2 \) having some desired response \( H_{o}(z) \) (if \( H_{o}(z) \) is symmetric \( H_{o}(z) \) should be antisymmetric and vice versa). In Step 1, \( v_{k} \) is the vector obtained by applying a perturbation on \( v_{k} \) such that \( v_{k}^{T} e_{k}(z) \) has no root on the unit circle.

### Algorithm for cost function: \( k \leq l \)

**Input**: \( x_{v}, g_{l} \)

**Step 1**: Find \( x_{v} \) from \( x_{v} \).

**Step 2**: Find \( X_{[v_{k}, z]} \) for the equation

\( G_{[v_{k}, z]} \cdot x = b_{k,l} \).

If \( k = l \), find the unique vector \( x \in X_{[v_{k}, z]} \).

Else if \( k < l \), find \( x \), the least square approximation of \( g_{l} \) in \( X_{[v_{k}, z]} \). Set \( u = J_{l+1} x \).

**Step 3**: If \( H_{o}(z) \) is symmetric, find the type \( A \) system \( h(z) = [H_{[v_{k}, z]}(z) H_{[w_{k}, z]}(z)]^{T} \).

Else if \( H_{o}(z) \) is antisymmetric, find the type \( A \) system \( h(z) = [H_{[v_{k}, z]}(z) H_{[w_{k}, z]}(z)]^{T} \).

**Step 4**: Find the cost \( C(h(z)) \), which is the performance measure of \( h(z) \).
Note that in the case of unequal lengths, the degrees of freedom in choosing the longer filter with the shorter filter chosen are not considered in the iteration. If considered, the effect of the corresponding parameters on the cost function heavily depends upon the parameters corresponding to the first (shorter) filter. This leads to convergence problem in optimization.

IV. DESIGN EXAMPLES

We used quasi–Newton algorithm for optimizing the cost function. Various performance measures (Step 4 of the algorithm) were used in the cost function.

A. Optimization for Subband Coding

In the optimization for subband coding, the performance measure used is the mean square deviation of the filter bank response from that of the ideal filter bank (in the sense of maximum subband coding gain) [12] for a given source.

The sources considered are as follows:
- AR(1) source with $p = 0.95$.
- AR(2) source with $p = 0.95$ and $\theta = \pi/4$.

Frequency responses of the ideal filter banks for these sources are given in Fig. 1.

Example 1—AR(1) Source: Coding gain of the ideal filter bank for this source is 6.56. Table I gives the coding gains of the designed filter banks with equal length filters of lengths 10, 20, 30, and 40 optimized for AR(1) source using the convolution matrix method. Coding gains of the filter banks obtained using the lattice method [1] are given for comparison. The total number of flops taken for the optimization in each case is also tabulated. Fig. 2 gives the analysis and synthesis responses of the length 20 filter banks obtained using both the convolution matrix and the lattice methods. In the case of filter banks obtained using the lattice method, it is observed that both the stopband attenuation and the passband shaping are less than that of the filter banks of the same length obtained by the proposed convolution matrix method. Hence, the coding gains are also less than that of the filter banks obtained by the convolution matrix method. This is due to the fact that the parameters in convolution matrix method are the filter coefficients themselves and, hence, the overall cost function is less complex compared to the lattice method. It is also observed that in the case of filter banks obtained by the convolution matrix method, there is no significant change in the shaping of the passband with the increase in the length. However, the stopband attenuation increases with the length. Due to the increase in the stopband attenuation, coding gain also increases with the length, but the improvement is not significant.

Table II gives coding gains of the filter banks optimized for the same source with unequal length filters with the average length of 20. The length pairs considered are (8, 32), (16, 24), (24, 16), and (32, 8). The first entry represents the length of the symmetric filter and the second entry represents the length of the antisymmetric filter. Note that the symmetric filter is used for low pass and the antisymmetric filter is used for high pass. Comparing with the equal length filter bank of length 20 in the Table I, first three cases in Table II give similar performance, but the coding gain of the fourth is slightly lower. A possible reason is that since most of the energy in the AR(1) source is
TABLE II
CODING GAINS OF UNEQUAL LENGTH FILTER BANKS OPTIMIZED FOR AR(1) SOURCE USING THE CONVOLUTION MATRIX METHOD

<table>
<thead>
<tr>
<th>Lengths</th>
<th>Gain</th>
<th>Flops</th>
</tr>
</thead>
<tbody>
<tr>
<td>8, 32</td>
<td>4.96</td>
<td>$1.8420 \times 10^8$</td>
</tr>
<tr>
<td>16, 24</td>
<td>5.11</td>
<td>$1.4694 \times 10^9$</td>
</tr>
<tr>
<td>24, 16</td>
<td>5.16</td>
<td>$1.4835 \times 10^9$</td>
</tr>
<tr>
<td>32, 8</td>
<td>4.35</td>
<td>$5.0970 \times 10^8$</td>
</tr>
</tbody>
</table>

Fig. 3. Response of the analysis filter bank with filter lengths 8 and 32 optimized for AR(1) source using the convolution matrix method.

TABLE III
CODING GAINS FOR THE FILTER BANKS OPTIMIZED FOR AR(2) SOURCE

<table>
<thead>
<tr>
<th>Method</th>
<th>Length</th>
<th>Gain</th>
<th>Flops</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolution</td>
<td>10</td>
<td>5.60</td>
<td>$3.8500 \times 10^9$</td>
</tr>
<tr>
<td>Matrix Method</td>
<td>20</td>
<td>6.09</td>
<td>$2.0933 \times 10^9$</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>6.41</td>
<td>$7.7776 \times 10^9$</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>6.63</td>
<td>$1.9013 \times 10^{11}$</td>
</tr>
<tr>
<td>Lattice Method</td>
<td>10</td>
<td>4.67</td>
<td>$0.9317 \times 10^9$</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>4.72</td>
<td>$2.9283 \times 10^9$</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>5.11</td>
<td>$2.2409 \times 10^9$</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>5.28</td>
<td>$3.2523 \times 10^9$</td>
</tr>
</tbody>
</table>

Fig. 4. Responses of the analysis filter banks with equal length filters of length 20 optimized for AR(2) source. Left: Filter bank obtained by convolution matrix method; right: Filter bank obtained by lattice method.

Fig. 5. Responses of the analysis filter bank with filter lengths 8 and 32 optimized for AR(2) source using the convolution matrix method.

Fig. 6. Responses of equal length filter banks of length 64 optimized for stopband energy. Left: Filter bank obtained using convolution matrix method; right: Filter bank obtained using lattice method.

Example 2—AR(2) Source: Table III compares the coding gains of the filter banks optimized for AR(2) source obtained using the convolution matrix method to that of the lattice method. The number of flops in each case is also tabulated. The coding gain for the ideal filter bank is 7.65. In this case, as seen in the table, filter banks also obtained by the convolution matrix method perform better than that of lattice method due to the same reason mentioned in the previous example. In the case of filter banks obtained using the convolution matrix method, it is observed that both the passband shaping and the stopband attenuation improve with the increase in the length. This is due to the fact that the required shaping for this case is more complex compared to the previous example. Due to this factor, improvement in the coding gain with the increase in length is more significant compared to the previous example. Fig. 4 gives responses of length 20 analysis filter banks obtained using both the convolution matrix and the lattice methods.

Table IV gives the coding gains of unequal length filter banks optimized for the same source. The length combinations considered are the same as in the previous example. The entries in the length pairs have the same interpretation as in the first example. Fig. 5 gives the response of the analysis filter bank corresponding to length pair (8, 32) obtained by the convolution matrix method.

B. Optimization for Conventional Response

Example 3—Stopband Energy: The performance used here is given by $E_{	ext{stb}} = \int_{-\pi/2}^{\pi/2} |H_0(e^{j\omega})|^2 d\omega + \int_{0}^{\pi/2} |H_1(e^{j\omega})|^2 d\omega$. Fig. 6 compares the stopband energy of equal-length filter bank of length 64 obtained by the convolution matrix method with that of the filter bank of same length and same type obtained by the lattice method. It is clear from the figure that the filter bank...
obtained by the convolution matrix method has lower stopband energy.

Example 4—Stopband Energy and Passband Deviation: A length 22 equal length filter bank is designed using the following performance measure:

\[
\Phi = \frac{\alpha_0}{2\pi} \left[ E_{\text{psdo}} \right] + \frac{\alpha_1}{2\pi} \left[ E_{\text{psdl}} + \alpha_{s1} E_{\text{psb1}} \right] \tag{9}
\]

where

\[
E_{\text{psdo}} = \int_{\omega_0}^{\omega_0} |1 - H_0(e^{i\omega})|^2 d\omega
\]

\[
E_{\text{psb0}} = \int_{\omega_0}^{\omega_0} |H_0(e^{i\omega})|^2 d\omega
\]

\[
E_{\text{psdl}} = \int_{\omega_0}^{\omega_1} \left( 1 - H_1(e^{i\omega}) \right)^2 d\omega
\]

and

\[
E_{\text{psb1}} = \int_{\omega_0}^{\omega_1} |H_1(e^{i\omega})|^2 d\omega
\]

the integral limits denote usual band edges. In order to compare with the Lagrange–Newton (LN) method design example presented in [10] (this example is shown to outperform [1]), we used identical values \( \omega_0 = \omega_1 = 0.4\pi, \omega_{pl} = \omega_{s0} = 0.6\pi, \alpha_0 = 1, \alpha_1 = 2, \omega_{s0} = 1, \) and \( \omega_{s1} = 0.8. \) With the above settings, performance of the filter bank designed with the convolution matrix method is compared with that of the design example of [10] in the Table V. There is marginal improvement in the total cost using the proposed method. However, as mentioned previously, in the LN method, the constraint equations have to be derived for each combination of filter lengths, whereas in the convolution matrix method, the system of equations has a general form with respect to any valid combinations of filter lengths.

V. Conclusion

In this paper, a sequential approach for the design of type A two-channel linear phase perfect reconstruction filter banks has been discussed. The perfect reconstruction problem, which involves polynomials, was formulated in terms of the convolution matrix. The perfect reconstruction condition was then obtained in the form of a system of linear equations. Using the condition, an algorithm for the design in a sequential fashion has been presented. The method allows design of filter banks by searching the entire class. It also allows control over the individual lengths of the filters. The effectiveness of the approach over lattice and LN methods is discussed and demonstrated with design examples.

<table>
<thead>
<tr>
<th>Method</th>
<th>( E_{\text{psdo}} \times 10^{-8} )</th>
<th>( E_{\text{psb0}} \times 10^{-8} )</th>
<th>( E_{\text{psd1}} \times 10^{-9} )</th>
<th>( E_{\text{psb1}} \times 10^{-9} )</th>
<th>( \Phi \times 10^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv.</td>
<td>1.0149</td>
<td>2.8733</td>
<td>7.7980</td>
<td>0.2806</td>
<td>1.6163</td>
</tr>
<tr>
<td>LN</td>
<td>1.0149</td>
<td>1.9296</td>
<td>5.7431</td>
<td>1.0719</td>
<td>1.6182</td>
</tr>
</tbody>
</table>
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