Distributed Computation in Linear Networks: Closed-Form Solutions
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A linear network of communicating processors is analyzed. The processors in the network may or may not be equipped with front-end processors. The processing load originates either at the boundary or at the interior of the network. Closed-form solutions and computational techniques are presented for the above situations, to obtain time optimal distribution of processing loads on the processors. Some important results are proved analytically using the closed-form expressions.
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communicating processors, when the processing load originates at the interior of the network, the minimum processing time is independent of the sequence in which the starting (root) processor shares the load with its left and right neighbors.

In Section II, we consider the case in which all the processing units are equipped with front-end processors (i.e., communication and computation can be done at the same time) while in Section III we consider the case without front-end processors (i.e., communication and computation cannot be done at the same time). In both Sections II and III, two cases of the processing load originating at the boundary and at the interior of the network are analyzed.

II. LINEAR NETWORK WITH FRONT-END PROCESSORS

A. Origination at Network Boundary

In this case, the processor at the left end of the chain receives the full processing load which is to be shared in an optimal manner by all the $N$ processors. The first processor keeps a fraction $\alpha_1$ of the processing load for itself and transmits the remaining $(1-\alpha_1)$ fraction to its right immediate neighbor (the second processor). Similarly, the $j$th processor keeps a fraction $\alpha_j$ (of the total processing load) and transmits the remaining to the $(j+1)$th processor. The last processor, upon receiving the fraction of the load, does only computation. The process and the timing diagram are shown in Fig. 1(a). In order to obtain maximum parallelism and minimum time solution all the processors must stop at the same time [1]. The starting processor should compute its fraction of the processing load during the entire processing period so that the total processing time $T_t$ equals the processing time of the starting processor [1]. From Fig. 1(a) it can also be seen that the processing time $\alpha_jw_jT_{cp}$ of the $j$th processor equals the transmission time, $(1-\alpha_1-\alpha_2-\cdots-\alpha_j)\tau_{cm}$ from the $j$th processor to the $(j+1)$th processor plus the processing time $(\alpha_{j+1}w_{j+1}T_{cp})$ of the $(j+1)$th processor. Here $T_{cm}$ is the time to transmit the entire measurement data over a standard channel, $T_{cp}$ is the time it takes for one standard processor to process the entire processing load, $w_j\tau$s are inversely proportional to the speed of the $j$th processor, and $\tau_{cm}$ is inversely proportional to the channel speed between $j$th and $(j+1)$th processor. From Fig. 1(a) the equations (for the processing load) governing the maximum parallelism and minimum time solution are written as follows [1].

\[ \alpha_jw_jT_{cp} = (1-\alpha_1-\alpha_2-\cdots-\alpha_j)\tau_{cm} + \alpha_{j+1}w_{j+1}T_{cp}, \]

\[ j = 1, 2, \ldots, N-1. \]  

We also have the normalizing condition

\[ \alpha_1 + \alpha_2 + \cdots + \alpha_N = 1. \]  

From (1) and (2), we can see that there are $N$ linear equations in $N$ unknowns. As they are linear equations any standard solution technique, such as Gaussian elimination, can be used to obtain the values of $\alpha_j$ ($j = 1, 2, \ldots, N$).
The parameters in the original system of equations (as developed in [1]) and the transformed system of equations used here are illustrated in Fig. 1(b). The $\beta_j$s $(j = 2, 3, \ldots, N)$ can be expressed as functions of $\beta_1$. From the normalizing equation (3), we can compute the exact value of $\beta_1$. Once the value of $\beta_1$ is known, all the remaining $\beta_j$’s $(j = 2, 3, \ldots, N)$ can be obtained. For this purpose we now describe a computational algorithm.

**Computational Algorithm:** The set of equations shown in (7) can be solved easily in a tabular manner. For this purpose, we define a matrix $A$ of dimension $N \times 3$, as shown in Table 1. In matrix $A$ the first column of the $j$th row gives the processor number, the second column of the $j$th row stores a number $f_j$, which is proportional to the processing load on the $j$th processor, and the third column of the $j$th row gives the sum of all the $f_i$’s up to the $j$th row. The generation of the complete matrix $A$ is shown in Table 1. From Table 1, it can be seen that the processing load, $\beta_j$, of the $j$th processor is $A(j, 2)/A(N, 3)$. Although it appears from Table 1 that it is necessary to store all the three columns, in fact it is enough to store just $N$ values (i.e., only the second column). This algorithm can be very easily implemented as a subroutine. Note that each evaluation of $A(j, 2)$ needs only three multiplications and one addition.
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**Table 1**

<table>
<thead>
<tr>
<th>$j$</th>
<th>$f_j$</th>
<th>$\sum f_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>$\delta_1 \rho + \eta_1$</td>
<td>$1 + \delta_1 \rho + \eta_1$</td>
</tr>
<tr>
<td>3</td>
<td>$A(3,2) \delta_2 \rho + A(2,3) \eta_2$</td>
<td>$A(3,2) + A(2,3)$</td>
</tr>
<tr>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$j$</td>
<td>$A(j-1,3) \delta_{j-1} \rho + A(j-1,2) \eta_{j-1}$</td>
<td>$A(j-1,2) + A(j-1,3)$</td>
</tr>
<tr>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$N$</td>
<td>$A(N,2)$</td>
<td>$A(N,3)$</td>
</tr>
</tbody>
</table>

where $\delta_1$, $\delta_2$, $\ldots$, $\delta_N$ are the $\beta_j$’s and $\eta_1$, $\eta_2$, $\ldots$, $\eta_N$ are the $\chi_j$’s.

**Fig. 1.** (b) Parameter transformations. Origination at boundary.
Closed-Form Expressions: In the previous section, an easily implementable computational technique for obtaining the processing load on individual processors was presented. In this section, we derive closed-form expressions for the processing load $\beta_j$ of the $j$th processor under the following assumptions.

Assumption 1: All the $w_j$s are of the same value (i.e., $\eta_j = 1$ for $j = 1, 2, \ldots, N$).

Assumption 2: All the $z_j$s are of the same value (i.e., $\delta_j = \delta$ for $j = 1, 2, \ldots, N - 1$).

In other words, all the processing units have the same processing speed and all the channels have the same communication speed. This is an assumption which is valid for many intelligent sensor networks. Under these assumptions, (7) representing the processing loads is rewritten as

$$\beta_j = (\beta_1 + \beta_2 + \ldots + \beta_{j-1}) \nu + \beta_{j-1}, \quad j = 2, \ldots, N$$

(9)

where $\nu = \delta \rho$. Now we can get a closed-form solution for (9) and the normalizing equation (5). The set of (9) are $(N - 1)$ linear equations with $N$ unknowns. So it is possible to write each $\beta_j$ ($j = 1, 2, \ldots, N$) as a function of $\beta_1$ and $\nu$. It is easy to see that, denoting $\beta_1 = \varepsilon$, this relation can be expressed as

$$\beta_j = f_j(\nu)\varepsilon$$

(10)

where

$$f_j(\nu) = c(j,0)\nu^0 + c(j,1)\nu^1 + \cdots + c(j,j-1)\nu^{j-1}.$$  

(11)

The function $f_j(\nu)$ is a polynomial in $\nu$ of degree $(j - 1)$ and $c(j,i)$ represents the coefficient of $\nu^i$ in the function $f_j(\nu)$ and is expressed as

$$c(j,i) = \frac{(j + i - 1)!}{(2i)(j - i - 1)!}.$$  

(12)

We can derive the above expression (12) by rewriting the recursive equation (9) as

$$\beta_i = \varepsilon$$

$$\beta_i = (1 + \nu)\beta$$

$$\beta_i = (2 + \nu)\beta_{i-1} - \beta_{i-2} \quad j = 3, 4, \ldots, N.$$  

(13)

From this it is easy to see that the coefficients in the polynomial $f_j(\nu)$ can also be expressed in a recursive manner as

$$c(j,i) = 2c(j-1,i) + c(j-1,i-1) - c(j-2,i)$$

with the boundary conditions

$$c(j,0) = 1, \quad c(j,1) = 1,$$  

(15)

$$c(2,i) = 1, \quad c(1,i) = 1$$

(16)

From (14) with the boundary conditions (15) the expressions for $c(j,i)$ given in (12) can be obtained. So the general expression for $\beta_j$ can be written as

$$\beta_j = \varepsilon \sum_{i=0}^{N} c(j,i)\nu^i.$$  

(17)

From the normalizing equation (5) the value of $\varepsilon = \beta_1$ can be obtained as

$$\varepsilon = \frac{1}{\sum_{k=0}^{N-1} \left[k \left\{ \sum_{j=k+1}^{N} (j+k-1)! \right\} \right]}.$$  

(18)

An easy way of computing the value of $\varepsilon$ without using the summation in the denominator of (18) is discussed later. An easy way to represent the closed-form solution is to write the coefficients $c(j,i)$ in the form of a matrix $\epsilon$ shown in Table I. The columns, indexed by $i$, represent the powers of $\nu$ and the rows, indexed by $j$, represent the processor number. The non-zero entries in the matrix are given by (12). Note that for the $j$th processor the coefficients $c(j,i)$ are non-zero only up to $i = j - 1$. It can also be seen that the entries in this table can be generated independent of the number of processors $N$. The fraction of the total load shared by the $j$th processor (when there are $N$ processors) is given by the ratio of the polynomial in $\nu$ formed by the $j$th row and the sum of the polynomials formed by each row up to the $N$th row, i.e.,

$$\beta_j = \frac{f_j(\nu)}{\sum_{j=1}^{N} f_j(\nu)}.$$  

(19)

The denominator of (19) can be found easily by using the relation,

$$\sum_{j=1}^{N} f_j(\nu) = [f_{N+1}(\nu) - f_N(\nu)]/\nu$$  

(20)

or if $f_{N+1}(\nu)$ is not available then,

$$\sum_{j=1}^{N} f_j(\nu) = f_N(\nu) + [f_N(\nu) - f_{N-1}(\nu)]/\nu.$$  

(21)
Fig. 2. (a) Timing diagram. Origination at interior. With front-end processors.

TABLE I
Matrix C

<table>
<thead>
<tr>
<th>j/i</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>6</td>
<td>5</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>10</td>
<td>15</td>
<td>7</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>15</td>
<td>35</td>
<td>9</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>21</td>
<td>70</td>
<td>84</td>
<td>45</td>
<td>11</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>28</td>
<td>126</td>
<td>210</td>
<td>165</td>
<td>66</td>
<td>13</td>
<td>1</td>
</tr>
</tbody>
</table>

From (21) one can easily compute the value of $c$ without going through the summations of all the polynomials used in (17)–(18). For example, the load on the fourth processor ($j = 4$), when there are a total of five processors ($N = 5$) is given (from Table I) by

$$\beta_4 = \frac{1 + 6v + 5\nu^2 + \nu^3}{5 + 20v + 21\nu^2 + 8\nu^8 + \nu^4}$$

and the total processing time is given by $\beta_{N\cdot N}T_{cp}$.

B. Origination From Network Interior

In this section, we analyze the case where a processor in the interior of the linear network, instead of the one at the end receives the full processing load. There are $N^l$ processors to its left and $N^r$ processors to its right. The processor which receives the full load (root processor) has to share the processing load with all the processors. The root processor first divides the processing load into smaller parts, then it transmits the fraction $\alpha^l$ of the total processing load to its left immediate neighbor and the fraction $\alpha^r$ of the total processing load to its right immediate neighbor and keeps the remaining fraction $(1 - \alpha^l - \alpha^r)$ for itself to compute. Upon receiving the data, the first processor on the left shares the total processing load $\alpha^l$ with its neighbors in a manner described in the earlier section. The first processor on the right performs a similar operation with the fraction $\alpha^r$ of the processing load. This situation and the timing diagram are shown in Fig. 2(a). Note that first the fraction of the load $\alpha^l$ is sent to the left and then the fraction of the load $\alpha^r$ is sent to the right. As mentioned earlier, in order to achieve maximum parallelism and minimum time solution all the processors must stop computing at the same time and the root processor should compute its fraction of the processing load during the entire processing period. The total processing time $T_i$ is equal to the processing time of the root processor. The governing equations are written separately for the left and right side as follows.

Left side:

$$\alpha_0 w_0 T_{cp} = \alpha^l \tau_0 T_{cm} + \alpha^l \tau_1 T_{cp}$$

$$\alpha^l \tau_j T_{cp} = (\alpha^l - \alpha^l - \alpha^l - \cdots - \alpha^l) \tau_j T_{cm}$$

$$+ \alpha^l \tau_j T_{cp}, \quad j = 1, 2, \ldots, N^l - 1.$$  

(22b)
Right side:

\[ \alpha_0 w_0 T_{cp} = (\alpha' + \alpha')z_0^2 T_{cm} + \alpha'_1 w_1 T_{cp} \]
\[ \alpha'_j w_j T_{cp} = (\alpha' - \alpha'_1 - \alpha'_2 - \cdots - \alpha'_j)z_j^2 T_{cm} + \alpha'_{j+1} w_{j+1} T_{cp}, \quad j = 1, 2, \ldots, N' - 1. \]

In the above equations, the superscript identifies the direction left or right and the subscript stands for the processor number. The number of the root processor is zero. \( \alpha_0 \) is the processing load on the root processor and is the total processing load minus the sum of the processing loads transmitted to the processors on the left and right sides. Also note that (22b) and (22d) are similar to the governing equations of the earlier section, but the sum of \( \alpha'_j \) (\( j = 1, 2, \ldots, N' \)) is equal to \( \alpha' \) and the sum of \( \alpha'_j \) (\( j = 1, 2, \ldots, N' \)) is equal to \( \alpha' \).

Equations (22a) and (22c) connect the processors on the left and right side. The normalizing equation is

\[ \alpha_0 + \alpha'_1 + \alpha'_2 + \cdots + \alpha'_{N'} = 1. \]

We follow the same relabelling transformations given by (3) for the left and the right side processors with appropriate superscripts \( l \) and \( r \). The parameters relating the root processor with its immediate neighbors, are illustrated in Fig. 2(b).

\[ \eta_0 = \nu N' / \nu_0 \]
\[ \eta'_0 = \nu' N' / \nu_0 \]
\[ \delta'_0 = u'_0 / \nu_0 \]
\[ \delta'_0 = u'_0 / \nu_0. \]

The transformed equations are as follows.

Left side:

\[ \beta_0 = (\beta'_1 + \beta'_2 + \cdots + \beta'_{N'}) \delta'_0 \eta_0 + \beta'_{N'} \eta'_0 \]
\[ \beta'_j = (\beta'_1 + \beta'_2 + \cdots + \beta'_{j-1}) \delta'_{j-1} \eta_{j-1} + \beta'_{j-1} \eta'_{j-1}, \quad j = 2, 3, \ldots, N'. \]

Right side:

\[ \beta_0 = (\beta'_1 + \beta'_2 + \cdots + \beta'_{N'}) \delta'_0 \eta_0 + \beta'_{N'} \eta'_0 \]
\[ + \beta'_1 \eta'_1, \quad j = 2, 3, \ldots, N'. \]

The corresponding normalization equation is

\[ \beta_0 + \beta'_1 + \beta'_2 + \cdots + \beta'_{N'} + \beta'_1 \eta'_1 + \beta'_2 \eta'_2 + \cdots + \beta'_{N'} \eta'_N = 1. \]

We can observe that except in the equation for \( \beta_0 \), the equation for \( \beta'_1, \beta'_2, \ldots, \beta'_{N'} \) and \( \beta'_1, \beta'_2, \ldots, \beta'_{N'} \), are similar to the system of equations described in the earlier section. We denote

\[ \beta'_1 = \epsilon', \quad \beta'_1 = \epsilon'. \]

where \( \epsilon' \) and \( \epsilon' \) are the fraction of the processing load shared by the last processor on the right-hand side (RHS) and left-hand side (LHS), respectively. Following the steps in the earlier section all the \( \beta'_j \) (\( j = 1, 2, \ldots, N' \)) and \( \beta_0 \) can be expressed as functions of \( \epsilon' = \beta'_1 \). Likewise all the \( \beta'_j \) (\( j = 1, 2, \ldots, N' \)) can be expressed in terms of \( \epsilon' = \beta'_1 \). Now we have to find a relationship between \( \epsilon' \) and \( \epsilon' \). This relationship is obtained by equating (25a) and (25c). Once this is done, the value of \( \epsilon' \) can be found from the normalizing equation and the processing load on all the processors can be computed.

**Computational Algorithm:** The set of equations shown in (25) along with (26) can be solved using the tabular method. For this purpose, we generate two matrices \( A' \) and \( A'' \) for the left and right side, respectively, as described in the earlier section. The matrices \( A' \) and \( A'' \) have three columns and \( (N' + 1) \) and \( (N' + 1) \) rows, respectively. The \( (N' + 1) \)th row corresponds to the root processor. The \( (N' + 1) \)th row is used only to find the relation between \( \epsilon' \) and \( \epsilon' \).
The relation is given by

\[ \epsilon' = \frac{A'(N' + 1,2)}{A'(N' + 1,2) (1 - \frac{\beta}{\alpha})} \epsilon' \]

This relationship between \( \epsilon' \) and \( \epsilon'' \) given in (28) is obtained by equating (25a) and (25c), yielding

\[ \left\{ \beta_{N+1}' \left( 1 - \frac{\beta}{\alpha} \right) + \beta_N' \frac{\beta}{\alpha} \right\} \epsilon' = \beta_{N+1}' \epsilon''. \]  

(29)

Now we multiply all the elements of matrix \( A' \) by the relation given in (28) and call this new matrix \( A' \). The value of \( \epsilon' \) is now obtained as

\[ \epsilon' = \frac{1}{A'(N' + 1,3) + A'(N',3)}. \]  

(30)

Once the value of \( \epsilon' \) is known, the values of \( \beta_j \)s can be found from

\[ \beta_0 = \frac{A'(N' + 1,2)}{A'(N' + 1,3) + A'(N',3)}, \]

\[ \beta_j = \frac{A'(j,2)}{A'(N' + 1,3) + A'(N',3)}, \]

\[ j = 1, 2, \ldots, N'. \]  

(31)

Closed-Form Expressions: The closed-form expressions obtained in this section are based on the assumptions that all the processing units have the same processing speed and all the channels have the same communication speed. Now (25) is written as follows.

Left side:

\[ \beta_0 = \left( \beta_1' + \beta_2' + \cdots + \beta_N' \right) u + \beta_i', \]  

(32a)

\[ \beta_j' = \left( \beta_1' + \beta_2' + \cdots + \beta_{j-1}' \right) u + \beta_{j-1}', \]  

\[ j = 2, 3, \ldots, N'. \]  

(32b)

Right side:

\[ \beta_0 = \left( \beta_1' + \beta_2' + \cdots + \beta_N' \right), \]

\[ \beta_j' = \left( \beta_1' + \beta_2' + \cdots + \beta_{j-1}' \right), \]

\[ j = 2, 3, \ldots, N'. \]  

(32c)

\[ \beta_j' = \left( \beta_1' + \beta_2' + \cdots + \beta_{j-1}' \right) \nu + \beta_{j-1}', \]

\[ j = 2, 3, \ldots, N'. \]  

(32d)

Exactly as in the previous section, the \( \beta_j \)s can be expressed as

\[ \beta_j = f_j(u) \epsilon', \]

\[ j = 1, 2, \ldots, N', \]  

(33)

where \( f_j(u) \) is a polynomial of degree \((j - 1)\) as discussed in the earlier section. The coefficients of these polynomials are the same as given in (12) and represented in Table II. Now equating (32a) and (32c) we obtain

\[ \beta_0' = \left( \beta_1' + \beta_2' + \cdots + \beta_N' \right) \nu + \beta_N'. \]  

(34)

\[ \epsilon' = \frac{f_{N+1}(u)}{f_N(u)} \epsilon'. \]  

(35)

Using (35), (33) are written as

\[ \beta_0 = \frac{f_{N+1}(u)}{f_N(u)} f_{N+1}(u) \epsilon', \]

\[ \beta_j' = \frac{f_j(u)}{f_N(u)} \epsilon', \]

\[ j = 1, 2, \ldots, N'. \]  

(36)

Substituting (36) in the normalizing equation (26), the value of \( \epsilon' = \beta_1' \) can be obtained as

\[ \epsilon' = \frac{1}{\left\{ \sum_{j=1}^{N'} f_j(u) \right\} + \frac{f_{N+1}(u)}{f_N(u)} \left\{ \sum_{j=1}^{N+1} f_j(u) \right\}}. \]  

(37)

Closed-Form Expressions: The closed-form expressions obtained in this section are based on the assumptions that all the processing units have the same processing speed and all the channels have the same communication speed. Now (25) is written as follows.

Left side:

\[ \beta_0 = \left( \beta_1' + \beta_2' + \cdots + \beta_N' \right) u + \beta_i', \]  

(32a)

\[ \beta_j' = \left( \beta_1' + \beta_2' + \cdots + \beta_{j-1}' \right) u + \beta_{j-1}', \]

\[ j = 1, 2, \ldots, N'. \]  

(32b)

Right side:

\[ \beta_0 = \left( \beta_1' + \beta_2' + \cdots + \beta_N' \right), \]

\[ \beta_j' = \left( \beta_1' + \beta_2' + \cdots + \beta_{j-1}' \right), \]

\[ j = 2, 3, \ldots, N'. \]  

(32c)

\[ \beta_j' = \left( \beta_1' + \beta_2' + \cdots + \beta_{j-1}' \right) \nu + \beta_{j-1}', \]

\[ j = 2, 3, \ldots, N'. \]  

(32d)

Exactly as in the previous section, the \( \beta_j \)s can be expressed as

\[ \beta_j = f_j(u) \epsilon', \]

\[ j = 1, 2, \ldots, N', \]  

(33)

where \( f_j(u) \) is a polynomial of degree \((j - 1)\) as discussed in the earlier section. The coefficients of these polynomials are the same as given in (12) and represented in Table II. Now equating (32a) and (32c) we obtain

\[ \beta_0' = \left( \beta_1' + \beta_2' + \cdots + \beta_N' \right) \nu + \beta_N'. \]  

(34)

\[ \epsilon' = \frac{f_{N+1}(u)}{f_N(u)} \epsilon'. \]  

(35)

Using (35), (33) are written as

\[ \beta_0 = \frac{f_{N+1}(u)}{f_N(u)} f_{N+1}(u) \epsilon', \]

\[ \beta_j' = \frac{f_j(u)}{f_N(u)} \epsilon', \]

\[ j = 1, 2, \ldots, N'. \]  

(36)

Substituting (36) in the normalizing equation (26), the value of \( \epsilon' = \beta_1' \) can be obtained as

\[ \epsilon' = \frac{1}{\left\{ \sum_{j=1}^{N'} f_j(u) \right\} + \frac{f_{N+1}(u)}{f_N(u)} \left\{ \sum_{j=1}^{N+1} f_j(u) \right\}}. \]  

(37)
We prove that this value of \( \beta_0 \) matches with the value of \( \beta_0 \) in the original sequence as given by (36) and (37). In (38) the numerator remains unchanged if the values of \( N' \) and \( N'' \) are interchanged. We have to prove that the denominator also remains unchanged if the values of \( N' \) and \( N'' \) are interchanged. In other words, we have to prove the following:

\[
(f_N(v)) \left\{ \sum_{j=1}^{N'} f_j(v) \right\} + \left\{ f_{N'+1}(v) \sum_{j=1}^{N'+1} f_j(v) \right\} - \left\{ f_{N''}(v) \sum_{j=1}^{N''} f_j(v) \right\} - \left\{ f_{N'+1}(v) \sum_{j=1}^{N'+1} f_j(v) \right\} = 0. \tag{39}
\]

We know that

\[
\sum_{j=1}^{N} f_j(v) = \sum_{j=1}^{N-1} f_j(v) + f_N(v). \tag{40}
\]

Using (40), the LHS of (39) reduces to

\[
\left\{ f_N(v) \sum_{j=1}^{N'} f_j(v) \right\} + \left\{ f_{N'+1}(v) \sum_{j=1}^{N'+1} f_j(v) \right\} - \left\{ f_{N''}(v) \sum_{j=1}^{N''} f_j(v) \right\} - \left\{ f_{N'+1}(v) \sum_{j=1}^{N'+1} f_j(v) \right\}. \tag{41}
\]

Collecting the terms corresponding to \( N' \) and \( N'' \), expression (41) can be written as

\[
\left\{ \sum_{j=1}^{N'} f_j(v) \right\} \left\{ f_{N'+1}(v) f_N(v) \right\} - \left\{ \sum_{j=1}^{N''} f_j(v) \right\} \left\{ f_{N''}(v) - f_{N'+1}(v) \right\}. \tag{42}
\]

In (20), putting \( N = N' \) and \( N = N'' \), and substituting the resultant expressions in (42), the LHS of (39) reduces to zero. Hence the minimum computation time is independent of the sequence of load distribution by the root processor. However, the load on the individual processors are dependent on the sequence.

III. LINEAR NETWORK WITHOUT FRONT-END PROCESSORS

A. Origination at Network Boundary

In this case the processor at the left end of the chain receives the full processing load, which is to be shared in an optimal manner by all the \( N \) processors. The processors are not equipped with front-end processors, so that the processors cannot compute and communicate at the same time. The first processor keeps a fraction \( \alpha_1 \) of the processing load for itself. First it transmits the remaining processing load \( (1 - \alpha_1) \) fraction to its right immediate neighbor (the second processor) and then computes its own fraction \( \alpha_1 \). Similarly, the \( j \)-th processor, upon receiving the fraction of the load \( (1 - \alpha_1 - \alpha_2 - \cdots - \alpha_{j-1}) \) keeps a fraction \( \alpha_j \) of the processing load for its computation. First it transmits \( (1 - \alpha_1 - \alpha_2 - \cdots - \alpha_{j-1}) \) to the \((j + 1)\)-th processor and then computes its fraction \( \alpha_j \). The process and the timing diagram are shown in Fig. 3. In this case also, in order to obtain maximum parallelism and minimum time solution, all the processors must stop at the same time [1].

From Fig. 3, it can be seen that the processing time \( \alpha_j \) of the \( j \)-th processor equals the transmission time \( (1 - \alpha_1 - \alpha_2 - \cdots - \alpha_{j-1}) \) to the \((j + 1)\)-th processor plus the processing time \( \alpha_j \) of the \((j + 1)\)-th processor. From Fig. 3 the equations for the processing loads governing maximum parallelism and minimum time solution are written as follows.

\[
\alpha_j \omega_j T_{cp} = (1 - \alpha_1 - \alpha_2 - \cdots - \alpha_{j+1}) \omega_{j+1} T_{cp} + \alpha_{j+1} \omega_{j+1} T_{cp}, \quad j = 1, 2, 3, \ldots, N - 1. \tag{43}
\]

With the normalizing condition

\[\alpha_1 + \alpha_2 + \cdots + \alpha_N = 1. \tag{44}\]

Equations (43) and (44) are of the same type as discussed in the case with front-end processors. An interesting point to note from these equations is that, without front-end processors, the computation time of the last \( N \)-th processor is equal to the computation time of the \((N - 1)\)-th processor. The reason is that the \( N \)-th processor need not communicate and so both the \( N \) and \((N - 1)\)-th processors start computing at the same time.

Now we follow the same analysis and relabelling transformations (3) of the earlier section. The only difference is that in this case, the \( \delta_j \)s are defined as \( u_j/v_{j+2} \) \((j = 1, 2, \ldots, N - 2)\). The processing load \( \beta_j \) on the \( j \)-th processor is

\[
\beta_2 = \beta_1 \eta_1, \quad \beta_j = (\beta_{j-1} + \beta_{j-2} + \cdots + \beta_{j-2j-2} \delta_{j-2j-2} \eta_{j-1} + \beta_{j-1 - 1} \eta_{j-1}, \quad j = 3, 4, \ldots, N \tag{45}
\]

\[
\beta_1 + \beta_2 + \cdots + \beta_N = 1. \tag{46}
\]

Now we describe the tabular method for computation of the processing load \( \beta_j \) \((j = 1, 2, \ldots, N)\), in the case without front-end processors.

**Computational Algorithm:** Table III (matrix \( B \)) is developed in the same manner as matrix \( A \) in the case with front-end processors. The differences are 1) the
initial values are $B(1,2) = 1$, $B(1,3) = 1$, $B(2,2) = \eta_1$, and $B(2,3) = 1 + \eta_1$, and 2) the elements of $B(j,2)$ are a function of $B(j-2,3)$ and $B(j-1,2)$ whereas $A(j,2)$ is a function of $A(j-1,3)$ and $A(j-1,2)$. From Table II it can be seen that the processing load $p_j$ of the $j$th processor is $B(j,2)/B(j,N)$.

Closed-Form Expressions: In this section, we derive closed-form expressions for the processing load $p_j$ of the $j$th processor, when the processors are not equipped with front-end processors. We follow the same assumption that all the processing units have the same processing speed and all the channels have the same communication speed. With these assumptions, (45) is written as

$$p_j = (\beta_1 + \beta_2 + \ldots + \beta_{j-2}) \nu + \beta_{j-1}$$

where $\nu = \delta \rho$. Now we can get a closed-form solution for (47) with the normalizing equation (46). For this purpose, we follow the same idea used in the case with front-end processors. By denoting $\beta_1 = \beta_2 = \varepsilon$, each $\beta_j$ ($j = 3, 4, \ldots, N$) can be expressed as

$$\beta_j = g_j(\nu)\varepsilon$$

where $g_j(\nu)$ is a polynomial in $\nu$ defined by

$$g_j(\nu) = [D(j,0)\nu^0 + D(j,1)\nu^1 + \ldots + D(j,L)\nu^L]$$

where $L$ is $(j - 1)$ divided by 2 and truncated. The coefficients $D(j,i)$ are

$$D(j,i) = \frac{(j - 1)!}{(2i)![(j - 2i - 1)!]}.$$

The above expression (50) is obtained in the same manner as $c(j,i)$ given in (12). The general expression for $\beta_j$ is

$$\beta_j = \left[\sum_{i=1}^{L} D(j,i)\nu^i\right] \varepsilon.$$

From the normalizing equation (46) the value of $\varepsilon$ can be obtained as

$$\varepsilon = \frac{1}{\sum_{k=0}^{L} \left[\sum_{j=1}^{N} \frac{(j - 1)!}{(2i)![(j - 2i - 1)!]}\right]}.$$

The coefficients $D(j,i)$ can be written in the form of a matrix shown in Table IV. Once this matrix is generated, the solution procedure is the same as discussed in the case with front-end processors. For

Fig. 3. Timing diagram. Origination at boundary. Without front-end processors.

<table>
<thead>
<tr>
<th>$j$</th>
<th>$g_j$</th>
<th>$\sum g_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td>2</td>
<td>$\eta_1$</td>
<td>$1 + \eta_1$</td>
</tr>
<tr>
<td>3</td>
<td>$B(1,2)\delta_1 \rho + B(2,2)\eta_2$</td>
<td>$B(3,2) + B(2,3)$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$j$</td>
<td>$B(j-2,3)\delta_{j-2} \rho$ + $B(j-1,2)\eta_{j-1}$</td>
<td>$B(j,2) + B(j-1,3)$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$N$</td>
<td>$B(N,2)$</td>
<td>$B(N,3)$</td>
</tr>
</tbody>
</table>
example, the load on the fourth processor \((j = 4)\), when there are total of ten processors \((N = 10)\) in the network, is given by

\[
\beta_4 = \frac{1 + 3\nu}{10 + 120\nu + 252\nu^2 + 120\nu^3 + 10\nu^4}.
\]

The denominator of (52) can be easily generated using the following expression.

\[
\sum_{j=1}^{N} g_j(\nu) = \frac{(g_{N+2}(\nu) - g_{N+1}(\nu))}{\nu}.
\]  

If polynomials up to \(g_N(\nu)\) only are available then,

\[
\sum_{j=1}^{N} g_j(N) = \left(1 + \frac{1}{\nu}\right) g_N(\nu) + \left(1 - \frac{1}{\nu}\right) g_{N-1}(\nu).
\]

The total processing time is given by \(\beta_N v N T_{cp} + (1 - \beta_N) u_{N-1} T_{cm}\).

B. Origination from Network Interior

In this section, we analyze the situation where a processor in the interior of the network receives the full processing load. There are \(N'\) processors to its left and \(N''\) processors to the right. The processor (root processor) which receives the full processing load, first divides the processing load into smaller parts, then it first transmits the fraction \(\alpha'\) of the total processing load to its left immediate neighbor and then transmits the fraction \(\alpha''\) to its right immediate neighbor. The root processor keeps the fraction \((1 - \alpha' - \alpha'')\) for its computation. Since the processors are not equipped with front-end processors, they first communicate the processing load to their neighbors and then start their own computation. The situation and the timing diagram are shown in Fig. 4. Note that the root processor keeps the fraction \((1 - \alpha' - \alpha'')\) for its computation.
processor follows the sequence of first sending the load to the left and then sending the load to the right. Following the earlier section the governing equations for the left and right side are as follows.

**Left side:**
\[
\alpha_j w_j T_{cp} = (\alpha' - \alpha_1 - \alpha_2 - \ldots - \alpha_j + 1) z_j T_{cm} + \alpha_{j+1} w_{j+1} T_{cp}, \quad j = 1, 2, \ldots, N' - 1
\]

\[
\alpha_0 w_0 T_{cp} = (\alpha' - \alpha_1) z_1 T_{cm} + \alpha_1 w_1 T_{cp} - \alpha_1 z_1 T_{cm}
\]

The normalizing equation is
\[
\alpha_0 + \alpha_1 + \ldots + \alpha_{N'} = 1.
\]

We follow the relabelling transformations given in (24) but with the following modification \( \beta_j = \frac{u_j}{v_j}, j = 1, 2, \ldots, N' - 1 \), and \( \beta'_j = \frac{u_j}{v_{j+1}}, j = 1, 2, \ldots, N' - 1 \).

The transformed equations are as follows.

**Left side:**
\[
\beta_0 = (\beta_1 + \beta_2 + \ldots + \beta_j - 1) \frac{u_{j-1}^N}{v_0} + \beta_{j-1} \frac{v_{j-1}^N}{v_0}
\]

\[
\beta_j = (\beta_1 + \beta_2 + \ldots + \beta_{j-2}) \beta_{j-2}^N - \beta_{j-1} \frac{v_{j-1}^N}{v_0}, \quad j = 3, 4, \ldots, N'
\]

**Right side:**
\[
\beta'_0 = \beta_0^N
\]
\[
\beta'_j = (\beta_1' + \beta_2' + \ldots + \beta_{j-2}' \beta_{j-2}^N - \beta_{j-1}' \frac{v_{j-1}^N}{v_0}, \quad j = 3, 4, \ldots, N'
\]

The normalizing equation is
\[
\beta_0 + \beta_1 + \ldots + \beta_{N'} + \beta_1' + \beta_2' + \ldots + \beta_1 N' = 1.
\]

Now we denote
\[
\beta_j = \varepsilon', \quad \beta'_j = \varepsilon'.
\]

Using the above, all \( \beta_j \) \((j = 1, 2, \ldots, N')\) can be expressed as functions of \( \varepsilon' \) and all the \( \beta'_j \) \((j = 1, 2, \ldots, N')\) can be expressed as functions of \( \varepsilon'' \). Now using the equation for \( \beta_0 \), we find a relationship between \( \varepsilon' \) and \( \varepsilon'' \). For this, we define \( v_0 = v_{N'} + 1 \) and \( u_0 = u_{N'} \), \( v_0 = v_{N'} \). Substituting these in (57b) and (57d) we get the following.

**Left side:**
\[
\beta_0 = (\beta_1 + \beta_2 + \ldots + \beta_{N'} - 1) \frac{u_{N'}^N}{v_{N'} + 1}
\]
\[
\beta_0 = (\beta_1 + \beta_2 + \ldots + \beta_{N'} - 1) \frac{v_{N'}^N}{v_{N'} + 1} - \beta_1 \frac{v_{N'}^N}{v_0}
\]

**Right side:**
\[
\beta_0 = (\beta_1 + \beta_2 + \ldots + \beta_{N'} - 1) \frac{u_{N'}^N}{v_{N'} + 1}
\]

Equating (60a) and (60b) we get,
\[
\beta_{N'} \varepsilon' \beta_{N'} + (\beta_1 + \beta_2 + \ldots + \beta_{N'}) \beta_{N'} - \beta_1 \beta_{N'} = (\beta_1 + \beta_2 + \ldots + \beta_{N'}) \beta_{N'} - \beta_1 \beta_{N'}
\]

where \( a = (u_{N'} / v_{N' + 1}) \).

In (61), all the quantities in the LHS can be expressed as a function of \( \varepsilon' \) and all the quantities in the RHS can be expressed as a function of \( \varepsilon'' \). Hence the relationship between \( \varepsilon' \) and \( \varepsilon'' \) is obtained as
\[
\varepsilon' = \frac{(v_{N'} - u_{N'} \varepsilon') \beta_{N'} + \rho(u_{N'} + u_{N'} \varepsilon') \sum_{j=1}^{N'} \beta'_j \varepsilon'}{(v_{N'} - u_{N'} \varepsilon') \beta_{N'} + \rho u_{N'} \sum_{j=1}^{N'} \beta'_j}
\]

where \( u_0 \) is inversely proportional to the channel speed between the root processor and the first processor on the right side. Now we describe the computational algorithm for determination of the processing loads.

**Computational Algorithm:**
The set of equations (57) along with (58) can be solved using a tabular method. For this purpose, we generate two matrices \( B' \) and \( B'' \) for left and right side as described earlier (Table III, matrix B). Matrix \( B' \) has \( N \) rows and matrix \( B'' \) has \( N' \) + 1 rows. The \( (N' + 1) \)th row corresponds to the root processor. The relation between \( \varepsilon' \) and \( \varepsilon'' \) of (62) is obtained as
\[
\frac{\varepsilon'}{\varepsilon''} = \left\{ \frac{(v_{N'} - u_{N'} \varepsilon') B'(N', 2) + (u_{N'} + u_{N'} \varepsilon') B'(N', 3)}{(v_{N'} - u_{N'} \varepsilon') B(N', 2) + \rho u_{N'} B(N', 3)} \right\}
\]

Now multiplying all the elements of matrix \( B' \) by the value \( \varepsilon'/\varepsilon'' \) obtained from (63), we obtain the matrix
The polynomial coefficients of the polynomial are given in Table IV (D matrix). Now equating (66c) and (66f) we obtain the relationship between $\varepsilon'$ and $\varepsilon$ as

$$
\varepsilon' = \frac{1}{\hat{B}'(N^l, 3) + B'(N^r + 1, 3)}.
$$

(64)

Once the value of $\varepsilon'$ is known, the values of $\beta_0$, $\beta_j$ ($j = 1, 2, \ldots, N^l$) and $\beta_j'$ ($j = 1, 2, \ldots, N^r$) are given by

$$
\beta_0 = \frac{B'(N^r + 1, 2)}{\hat{B}'(N^l, 3) + B'(N^r + 1, 3)},
$$

$$
\beta_j = \frac{B'(j, 2)}{\hat{B}'(N^l, 3) + B'(N^r + 1, 3)}, \quad j = 1, 2, \ldots, N^l
$$

(65)

$$
\beta_j' = \frac{B'(j, 2)}{\hat{B}'(N^l, 3) + B(N^r + 1, 3)}, \quad j = 1, 2, \ldots, N^r.
$$

Closed-Form Expressions: If all the processing units have the same speed and all the channels have the same communication speed, we can derive closed-form expressions for the processing loads when the total processing load originates at the interior of the linear network. Under this condition (57) is rewritten as follows.

Left side:

$$
\beta_2 = \beta_1
$$

(66a)

$$
\beta_j = (\beta_j + \beta_2 \ldots + \beta_{j-2})\nu + \beta_{j-1}, \quad j = 3, 4, \ldots, N^l
$$

(66b)

$$
\beta_0 = (\beta_1 - \beta_j - \beta_{j-1})\nu + \beta_{N^l}
$$

(66c)

Right side:

$$
\beta_2' = \beta_1'
$$

(66d)

$$
\beta_j' = (\beta_j' + \beta_2' \ldots + \beta_{j-2}')\nu + \beta_{j-1}', \quad j = 3, 4, \ldots, N'
$$

(66e)

$$
\beta_0' = (\beta_1' - \beta_j' - \beta_{j-1}')\nu + \beta_{N'}
$$

(66f)

It is easy to represent (66) using (59) and (48) as

$$
\begin{align*}
\beta_0 &= g_{N+1}(\nu)\varepsilon' \\
\beta_j &= g_j(\nu)\varepsilon', \quad j = 1, 2, \ldots, N^l \\
\beta_j' &= g_j(\nu)\varepsilon', \quad j = 1, 2, \ldots, N'
\end{align*}
$$

(67)

Now using (67) and (68) with the normalizing equation (58) the value of $\varepsilon'$ is obtained as

$$
\varepsilon' = \frac{1}{\sum_{j=1}^{N^l+1} g_j(\nu) + \left\{ (1 - \nu)g_{N^l}(\nu) + 2\nu \sum_{j=1}^{N^r} g_j(\nu) \right\} \left\{ \sum_{j=1}^{N} g_j(\nu) \right\}}.
$$

(69)

Once the values of $\varepsilon'$ is known all the $\beta_j$s can be computed from (67). The total processing time is given by $\beta_0 w_0 T_{cp} + \beta_j' w_j T_{cm} + \beta_j w_j T_{cm}$.

As mentioned earlier, the root processor follows the sequence of first sending the fraction of the load $\alpha^r$ to the left and then sending the fraction $\alpha^r$ to the right. Using a similar line of reasoning to that which was employed in the situation where there were front-end processors, one can also show that the minimum computation time remains the same even when the sequence is reversed (i.e., the root processor first sends the processing load to the right and then sends the processing load to the left).

Based on the results from Sections II and III, we can state the following theorem, which is true for both the cases of with and without front-end processors.

**Theorem.** In a given linear network of communicating processors, with identical processors and communication channels, when the processing load originates at the interior of the network, the minimum computation time is independent of the sequence in which the root processor shares its load with its left and right neighbors.

IV. CONCLUSIONS

Closed-form solutions and computational techniques are presented for the determination of optimal processing loads on the processors in a linear network. Results for all the cases, with and without front-end processors, and origination of the processing load at the boundary and at the interior of the network, are presented. It is interesting to note that in a given linear network, the minimum processing time, for the processing load originating at the interior of the network, is independent of the sequence of the load distribution by the root processor.

The advantage of the computational technique presented is that it can be easily implemented. The matrices and tables presented for computational techniques and closed-form solutions are independent of the number of processors. Hence, once the tables and matrices are generated for a large number of processors, the optimal load distribution to processors in any linear network can be found. The closed-form solution presented here is superior to previously existing methods when identical channels and identical processors are used in a linear network. If this is
not the case then the computational procedure described here or in [1] should be followed. Some important conclusions which could be drawn from the computational results presented in [1] are analytically derived here from the closed-form expressions. It seems possible that the techniques used here for obtaining these closed-form expressions can be extended to obtain similar expressions for other complex networks of processors.
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